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INTRODUCTION AND OBJECTIVES 
 
Water measurement in water distribution networks is essential to make a rational use of water. 
The importance of controlling the use of water, especially irrigation water, is even greater 
during periods of drought, such as the one we are currently experiencing in southern Spain. 

The first works on modular or critical-flow flumes did not appear until the last quarter of 
the 20th century (e.g., Bos, 1978). The term "modular" assumes that a critical regime occurs in 
the throat section, so that the flow rate could be obtained by simply reading the upstream gaged 
head. 

Although other design procedures of modular flumes have been proposed previously 
(e.g., Wahl et al., 2005), based mainly on the WinFlume program (Bautista et al., 2020, in its 
latest version), the methodology presented in this paper directly provides the parameters of the 
control section with a more accurate procedure than, for example, that of Vantakhah and 
Mahdvi, (2012).  

The main objective of this communication is to provide a quick and automated design, 
using a spreadsheet, that allows to obtain directly the dimensions of the narrowed section of a 
long throat channel, side slope and crest width, choosing previously the modular limit, the sill 
height and the throat length more in accordance with the characteristics of the channel where 
the flume is going to be installed and that guarantees the flow measurement in the desired flows 
range. 

MATERIAL AND METHODS 

The described procedure has been applied in the design of a flume to measure the flow rate in 
a drainage channel of a 15 ha plot of land cultivated with rice and located in the marshes 
(“marismas”) of the Guadalquivir valley, southwestern Spain, The drained discharge varies 
between Qm=0.02 y QM=0.05 m3/s. The characteristics of the trapezoidal section drainage 
channel are as follows: bc=0.4 m; zc=1,1798 (θ/2=49,71º) (see figure 2); S (slope)=0.002; 
n=0.025 (Manning's roughness coefficient). 

 The long-throated flume consists of a convergent-divergent structure that interposed in 
a subcritical permanent free flow can impose the critical depth, yc, in the throat section (see 
figure 1). The acceptance of uniform regime in both the upstream section and the narrowed 
section facilitates the theoretical development. Channel narrowing, whether due to bed 
elevation by a sill, wall approach (convergence of side walls and/or bottom contraction), or 
both, causes an increase in upstream head, resulting in energy losses ∆H=H2-H1 through the 
flume, which should be sufficient to produce a critical regime in the throat. The limit of 
utilization depends on the ratio (H2/H1) called the submergence ratio, which should not exceed 
the modular limit, L.  
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Figure 1: Longitudinal section of a long-throated flume 

The procedure to be presented has been particularized for the trapezoidal section but it 
can be generalized to any other cross-section shape. The design of the trapezoidal shaped 
control section is very complex since it is necessary to calculate two parameters, bt and zt (see 
Figure 2). For this purpose, Domínguez et al., (1984) started from the flow interval to be 
measured (QM; Qm) and, applying Manning's equation (1), obtained the hydraulic depths, yM, 
ym, with which they would circulate through the channel. Neglecting the velocity head in a first 
approximation, H1=h=y1-p (see Figure 1), they had a pair of initial values (QM, H’M) and (Qm, 
H’m) with which to proceed to calculate bt and zt. Each narrowed section design is made for 
different values of p ranging from zero to a maximum of 15% of the hydraulic depth in the 
upstream section, y1M. 

 

𝑄𝑄 = 1
𝑛𝑛

· ω · 𝑅𝑅2/3 · 𝐼𝐼1/2  (1) 

Figure 2. Channel cross section (z=zc; b=bc) and throat cross section (z=zt; b=bt) 

However, when the long-throated flume is installed, the upstream head H1>H’1, i.e., the 
energy values are higher than those considered by these authors. An estimate of the energy 
value upstream can be made by considering that downstream of the flume the uniform regime 
that existed in the channel without the flume is restored and, therefore, the actual upstream 
head would be H1=(H1/L) with L being the modular limit. Consequently, the values of H with 
which the design would start would be: 

H1M = H2M/L ;  H1m = H2m/L             (2) 

In a first approximation, we start from the assumption of frictionless flow, H=H1=Hc, 
and the flow rate is obtained as follows: 
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The final expression Cg (CH) is practically impossible to obtain analytically so it is easier 
to fit an equation to the pairs of values (Cg, CH) which, representing these values, is observed 
to be of linear type:  𝐶𝐶𝑔𝑔 = 𝑚𝑚 · 𝐶𝐶𝐻𝐻 + 𝑛𝑛  (6) 



The fit gives us the values of m and n. Combining equations (3) and (6) and 
particularizing for the pairs of values (Q, H') results in:  
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Solving this system of equations gives us the values of b't and z't 
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For viscous flow, the values of m and n remain unchanged, while the new values of bt 
and zt are obtained using the flow equation where a new coefficient, Cd, is introduced (3'): 
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Where Cd is the discharge coefficient obtained from (10) (Bos, 1978): 
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Following the same procedure as before, the values of bottom width, bt, and side slope, 
zt, of the throat section are obtained: 
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Finally, the application of the complete discharge equation (3’’) (Domínguez et al., 1984) 
would serve to verify the design: 
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where Cv is the approach velocity coefficient calculated as (12) and (13): 
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The calculation of the flow rate is made by applying equation (3'') after measuring the 
upstream gaged head h. However, the coefficients Cg and Cd depend on H so, initially, the 
calculations are started with H=h. Once the first value of the flow rate, Q', is obtained, the next 
H, Hn, is calculated as 𝐻𝐻𝑛𝑛 = ℎ+ (𝑄𝑄′ /𝜔𝜔1)2

2𝑔𝑔
 , and so on until the flow rate value is repeated.  

RESULTS AND DISCUSSION 
 
The calculation process has been developed on an Excel spreadsheet following the process 
shown in the flow chart (Figure 3). The design recommendations were taken from Wahl et al. 
(2000, 2005). 



The design steps for the narrowed section starts with the choice of the flow rate range to 
be measured, in our case Qm=0.02 and QM=0.05 m3/s. Next, a value of the sill height p is 
selected, which in this example has varied between 0 and 0.015 m. Later, the water levels 
downstream are calculated using Manning's equation and then, the values of the energy are 
obtained. For a given value of the modular limit, L, whose variation has been set between 0.5 
and 0.9, the energy and depth values upstream of the flume are then calculated so that the 
maximum value of sill height, p, must be less than 15% of the depth in the approach section, 
y1M. Subsequently, a freeboard of 0.2 y1M is adopted and a check is made to see if the canal 
bank is overcome. If any of these assumptions is not met, p must be decreased or the maximum 
flow that can be measured would be less than QM. It is also checked that the Froude number, 
IF1 , be less than 0.5 in the approach section for both QM and Qm. Otherwise, p would have to 
be increased or QM would have to be decreased. Next, bt and zt are calculated using equations 
(8') and (9') and the throat length, l, is obtained using (11) so that the ratio (H/l) is kept between 
0.1 and 1.0 and l be greater than twice the crest width, bt, to ensure that the uniform regime is 
achieved in the throat. Finally, it is verified that the critical regime is reached at the throat. 
Otherwise, it would be necessary to go back to the beginning and increase p. A 1:3 ratio is 
adopted for the upstream ramp and a softer 1:6 ratio for the downstream ramp. 

 

 
Figure 3. Flow diagram for designing long-throated flumes 



For each combination of p, L and H/l, the values of bt and zt that meet all the requirements 
of the flow chart shown in Figure 3 are obtained. In total, 300 (6x5x10) possible different sizes 
of narrowed sections have been designed in which a critical regime could be reached in the 
throat when the flow rate is between QM and Qm. 

Some of the results obtained are presented graphically. Thus, for example, Figure 4 
shows the relationship between the throat length, l, and the ratio H/l for p=0.01 and for all 
values of L. The higher the L, i.e. the lower the head losses, the throat length is reduced 
accordingly, although from H/l>0.5 onwards the throat length remains practically constant. The 
influence of p is small, although the higher the sill height, the shorter the throat length (not 
shown in this figure). Figure 5 shows the relationship between bt and H/l for p=0.01 and for all 
values of L it can be seen that, obviously, the value of bt is higher as L increases and that when 
H/l>0.2, bt decreases slightly, although it tends to be constant. Below H/l<0.2, the variation of 
bt is very pronounced, evidence of the non-uniformity of the flow. It has also been found that, 
at higher p, the value of bt increases (not shown in the figure) as is logical. 

  
Figure 4. Relationship between l and H/l for 

each value of L for p=0.01 m 
Figure 5. Relationship between bt and H/l 

for each value of L for p=0.01 m 
 
The relationship between zt and H/l is shown in Figure 6 for p=0.01. In this case, a large 

variation of zt also appears for values of H/l<0.2 and, thereafter, zt rises and remains practically 
constant. At higher L the value of zt increases which implies that the throat section becomes 
larger since the head losses are smaller. It has also been found that increasing p obviously 
decreases the value of zt (not shown in the figure). The consistency of the results obtained 
demonstrates the accuracy and feasibility of the procedure presented for designing the throat 
section of a long-throated flume. 

 
Figure 6. Relationship between zt and H/l for each value of L with p=0.01 

CONCLUSIONS 
A new analytical design of a long-throated flume interposed in a channel has been 

proposed based on the range of flows to be measured and on the channel characteristics. An 
example has been used to demonstrate the accuracy of the developed method where the throat 



section has been trapezoidal. However, the analytical procedure is the same for any geometrical 
shape of the narrowed section.  

All the results found after generating many throat cross-sections demonstrate the 
reliability of the method used. Each user can choose the modular limit, as well as the sill height 
and the throat length most suited to the characteristics of the channel where the flume is to be 
installed, which will automatically provide them with the dimensions of the throat cross-
section.  

The whole process has been implemented in an Excel spreadsheet that allows to modify 
the input data and to quickly check the accuracy of the results obtained. 
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SUMMARY 

In the plot under study, rice is grown under anaerobic conditions by means of flood 
irrigation that maintains a constant water depth during most of the crop cycle. Thus, water 
requirements reach a very high volume of about 12,000 m3/ha. At the outlet there is a drainage 
channel where there are no measuring devices. Its control will allow us to establish practices 
to reduce the high water consumption. We have designed a long-throated flume that can cover 
the entire range of flow rates to measure, between 0.02 and 0.05 m3/s in this case. Since the 
drainage channel has a trapezoidal cross section and is built on land, the throat of the flume 
will also be trapezoidal to ease the transition between the two sections and reduce head losses. 
A new procedure has been developed that allows to design directly the dimensions of the 
narrowed section, side slope and crest width, by previously choosing the modular limit, the sill 
height and the length of the throat more in accordance with the characteristics of the channel 
where the flume is to be installed. The analysis of the obtained results demonstrates the 
accuracy and feasibility of the presented procedure. 
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INTRODUCTION 
 
This paper illustrates a full-fledged uncertainty analysis (UA) using the Guide to the 
Expression of Uncertainty in Measurement (GUM) as framework. The GUM 
framework is based on uniform use of mathematical statistics principles for 
propagating elemental sources of errors to final results and is becoming increasingly 
applied in various domains where measurements are involved. The uncertainty of the 
discharge measurements is based on elemental uncertainty sources obtained from 
customized experiments conducted in an outdoor open-channel flume (Type A) and on 
best available sources of information from prior experiments or engineering judgement 
(Type B). While the detail of the analysis and estimation of elemental uncertainty can 
be further increased, the role of this paper is to illustrate a step-by-step implementation 
of GUM-specific procedures and GUM-compliant software to natural-scale 
measurements. The present paper represents an effort to demonstrate the versatility and 
feasibility of applying the GUM framework to hydrometric measurements. 
 
METHODOLOGY 
 
The evaluation of uncertainty is neither a routine task nor a purely mathematical one; it 
depends on detailed knowledge of the nature of the measurand, instrument, the 
measurement process, and the measurement environment. While the GUM protocol is 
straightforward and precise, the UA practical implementation is based on assumptions 
and evaluations that are not prescribed in full details. The quality and utility of the 
uncertainty quoted for the result of a measurement therefore ultimately depend on the 
professional skills and integrity of those who contribute to the assignment of its value 
(JCGM 100; 2008).  Under the assumption that the reader is broadly familiar with UA 
we provide herein only essentials for the illustration of GUM practical implementation. 
The most critical aspect of the GUM framework implementation is to follow rigorously 
the progression of the UA guided by the steps provided in Figure 1. More details about 
GUM framework implementation in general can be found in Muste et al. (2012) and 
Muste (2017). Details on the estimation of individual sources of uncertainties 
associated with acoustic instruments such as ADV and Acoustic Doppler Current 



 

 

Profilers (ADCP) can be found in Muste et al. (2004), Gonzalez-Castro & Muste 
(2007), Muste et al. (2010) and Lee et al. (2014).  
Moving ADCP is the most common method to measure the discharge by mounting 
ADCP on a boat. ADCP cannot measure close to boundaries (see Figure 1) and in 
channels carrying flows with a depth of approximately 40 cm or less.   Extrapolation of 
measurements is made in the unmeasured areas using various analytical laws.  
 

 
Figure 1 ADCP cannot measure closet o boundaries 

 
ADCP separately calculates the discharge for the measurable zone and the 
unmeasurable zone (Kim et al., 2023). Using such a definition of the discharge 
measurements, the uncertainty calculation formula is also divided into the measured 
zone(Qm), top and bottom unmeasured zones(Qet, Qeb), and near-edge unmeasured 
zone(Qedge ) as follows. 
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The list of  uncertainty sources associated with the ADCP discharge measurement 
definition is provided in <Table 1.>. 
 
Table 1. Uncertainty sources in Discharge Measurement (it would be good to include in the 
table the acronyms of the uncertainty sources from the equation above) 

# Error source Categor
y Biases estimation of Can be estimated from 

1 Instrument resolution Bin, 
Ensemble 

Water and boat 
velocities, depths Manufacturer’s specifications 

2 Boat Rotation 
(Pitch, Roll, Heading) Bin 

Water and boat 
velocities, depths and 
geographic orientation 

Manufacturer’s specifications 

3 Bin size Bin Water velocities Comparison with ADV 

4 Near-transducer error Ensemble Depth average velocity, 
Discharge Comparison with ADV 

5 Near-bottom error Ensemble Depth average velocity, 
Discharge Comparison with ADV 

6 Submerged depth Ensemble Discharge Comparison with ADV / Instrument 
intercomparison 

7 Measurement accuracy Bin, 
Ensemble 

Water and boat 
velocities, depths 

Comparison with ADV and Total 
station 



 

 

8 Measurement method Ensemble Depth Comparison with total station 

9 Sampling time Bin, 
Ensemble Water velocities, depth Comparison with ADV and Total 

station / Instrument intercomparison 

10 Regression method Ensemble Water velocity Comparison with ADV / Instrument 
intercomparison 

11 Tracking method Cross- 
section Discharge Comparison with ADV and Total 

station 

12 Discharge calculation 
method 

Cross- 
section Discharge Comparison with ADV / Instrument 

intercomparison 

13 Environment 

Bin, 
Ensemble
, Cross-
section 

Water velocities, depths, 
discharge Instrument intercomparison 

 
EXPERIMENT FOR ASSESSMENT OF UNCERTAINTY SOURCES 
 
The customized experiments reported herein were conducted at the Korea Institute of 
Civil Engineering and Building Technology’s River Experiment Center (KICT-REC), 
located in Andong, Korea. In this study, research was conducted based on Sontek’s 
ADCP, and all of the standard uncertainty calculation results were obtained using 
Sontek’s Riversurveyor M9/ We illustrate a step-by-step implementation of a full-
fledged GUM-based UA applied to streamflow measurements with ADCP (?) and 
Velocity-Area method supported by customized measurements for evaluation of 
selected elemental uncertainties impacting the measurement process. A similar example 
of GUM implementation (and also making reference to HUG, 2020) is provided in 
(Bertrand-Krajewski et al., 2021). The offered example is however demonstrated with 
synthetic point-velocity data distributed regularly over prismatic or circular cross 
sections and using several simplifying assumptions (i.e., Fx and Fz in Equation 2 set to 
unity, rough estimated for the unmeasured areas near the boundaries).  The authors do 
not have knowledge of a similar UA cases study with consideration of uncertainty Type 
A and B and full considerations of GUM specifications for the law of uncertainty 
propagation applied to natural-scale measurements. The estimation of the standard 
uncertainties for the experiments performed in this study are as follows.. 
Table 2. Standard uncertainty associated with the discharge measurement using 
Riversurveyor M9 ADCP (include in the table the acronyms of the uncertainty sources 
from the equation above)) 

Uncertainty source Standard uncertainty Estimation 
source 

  Sources associated with the measured zone 
Velocity measurement accuracy 4.812 % Field test 

Boat velocity accuracy 0.005 m/s Manual 
Near transducer error 2.273 % Field test 

Near bottom error 4.384 % Field test 
Time 0.01 s Manual 

Cell size 0.0  Manual 
  Sources associated with the top unmeasured zone 

Regression method various Field test 
Submerged depth 0.0 Field test 



 

 

Screening depth 0.88 % Field test 
  Sources associated with the bottom unmeasured zone 

Regression method various Field test 
Screening depth 1.04 % Field test 

Depth measurement accuracy 
Bottom tracking : 0.0508m 
Vertical beam : 0.0706m Field test 

  Sources associated with the near edge unmeasured zone 

Velocity measurement accuracy 4.812 % Field test 

Depth measurement accuracy 
Bottom tracking : 0.0508m 
Vertical beam : 0.0706m Field test 

Sampling time various Field test 
Distance from depth various Field test 

Coefficient 17.09 % Field test 
 
Table 3 Standard uncertainty(%) associated with the vertical distribution model - 
Stationary 

Location 1/6 power law Log law 3-pt. method Constant 
method 

Top 9.304 6.768 33.22 21.95 
Bottom 30.434 20.678 - - 

 
Table 4. Standard uncertainty(%) about optimized edge distance 

Distance from last measured point [m] 0 0.25 0.5 
Standard uncertainty [%] 29.760 19.911 4.421 

 
TOTAL UNCERTAINTY ESTIMATES 

 
The experiments entailed two sets of ADCP measurements. One in which the ADCP was fixed 

on the movable bridge and the transect method was used for measurement, measurements were 
performed during 20 round trips with Smart pulse turned on. The second experiment comprised 
three round trips with the ADCP  mounted on the boat and operatead with the Smart pulse mode 
option. For the first experiment the average discharge was 1.935 m3/s and the average expanded 
uncertainty was 0.087 m3/s (4.5%). The standard deviation of the results of 20 repeated 
measurements was 0.0681 m3/s, which was small compared to the measurement uncertainty. The 
discharge measured using the ADV for the same flow conditions (considered as reference data 
herein) was 2.09 m3/s <Figure 2>. 

 

Table 5. ADCP discharge uncertainty assessment result 

Transect Discharge 
[m3/s] 

Standard 
deviation 

[m3/s] 

Uncertainty 
[m3/s] 

Uncertainty 
[%] 

Total 1.935 0.0681 0.087 4.523 
Measured 1.123 0.0396 0.006 0.549 

Top 0.404 0.0171 0.011 2.757 



 

 

Bottom 0.241 0.0202 0.043 17.959 

Left  edge 0.077 0.0092 0.052 67.243 
Right  edge 0.090 0.0087 0.054 60.184 

4   

 
Figure 2. Assessment of the ADCP discharge uncertainty  

 
When the measurement uncertainty for each measurement point was compared, it was found 

that most measurement uncertainty occurred in the bottom unmeasured zone and unmeasured left 
and right edge zones <Figure 3>. To further analyze this result, a budget analysis was conducted 
for each uncertainty source <Table 6>. The budget analysis results showed that the last 
measurement location for the edge had the largest influence on uncertainty, followed by the depth 
measurement accuracy, discharge regression method at the bottom, and sampling time for 
calculating the depth-averaged velocity of the edge <Figure 4>. 

 

 
Figure 3.  ADCP discharge uncertainty assessment result at each ADCP discharge 

calculation zone 
 



 

 

 

Figure 4. Uncertainty budget analysis result at each uncertainty sources 
 
DISCUSSION 
The type of uncertainty 7nálisis presented in this paper not only provides a rigorous procedure 
for assessing the quality of the measurements but also informs how to improve the Measurement 
process base on the contribution of elemental uncertainty sources to the final uncertainty budget. 
Some of the inferences from the present análisis are listed below. 
 
1. The ADCP discharge measurement uncertainty depends on the measurement option selected 
by the operator and on the 7nvironmental conditions of the river. Such dependencias need a 
thorough assessment based on preliminary inspection and rough assessment of the hydraulic 
conditions at the site (e.g., water depth. flow velocity, as well as the riverbed conditions including 
the presence of vegetation on edges). 
2. This study confirmed previous findings related to the presence of near-transducer errors for 
Sontek’s ADCP operated with Smart pulse onve. Given that the near-bottom errors are also 
present, measurements in shallow streams require careful considerations on the áreas potentially 
affected bu top and bottom boundaries. 
 
3. The most-often used model for replacing the bad or missing data near the top and bottom of 
the cross section is the 1/6 power law. This method, however, tends to overestimate the bottom 
discharge and underestimate the top discharge. Although the overall discharge appears to be 
accurately measured, it is necessary to adjust the top and bottom screening depths and select a 
discharge regression method suitable for the river conditions to improve the measurement  
accuracy. 
 
4. The uncertainty budget for the conducted measurements highlights the important contribution 
of the edge uncertainty to the total uncertainty in the discharge measurements in small streams. 
Moreover, the uncertainty associated with the discharge at the edges is also dependent on the 
sampling duration and the position of the vertical that is chosen to be closest to thecross-section 
edge. 
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INTRODUCTION 
 

Woody debris accumulation at bridge piers leads to back-water level rising and inundation flow, 

resulting in extensive damage to infrastructure and houses. Understanding the behavior of woody 

debris in rivers and floodplains is important to mitigate such damages and reduce their risk. Therefore, 

it is important to elucidate the elementary processes of woody debris accumulation and floodplain 

inundation from fundamental experiments. Moreover, a numerical analysis model, which has the 

performance for predicting woody debris behavior in rivers and floodplains, is necessary to reduce 

these disasters and design countermeasure works. Obtaining and accumulating experimental 

knowledge will also be helpful information for developing a numerical analysis model. 

Osada et al. (2020, 2021) have developed a 3-D numerical model for woody debris behavior in 

rivers which consists of a flood flow model and a 3-D distinct element method (DEM). This model has 

adopted the 2-D and 3-D hybrid flow model using a boundary-fitted coordinate system, a general 

coordinate system, to efficiently reflect the information of the 3-D flow structure. We confirmed that 

this model can reproduce the phenomena of woody debris conveyance and accumulation and back-

water level rising caused by debris accumulation around bridge piers in flume experiments. Moreover, 

one of the advantages of this hybrid flow model is that it can easily switch to the 2-D flow simulation 

for the simulation domain where the 3-D flow simulation is not required. Thus, we recognize that this 

model will be useful to understand the basic phenomena of flood and inundation flow including woody 

debris conveyance and accumulation. 

In this study, a basic experiment is conducted using an experimental flume composed of a 

straight channel connected floodplain with some modelized houses to obtain data on woody debris 

mailto:osada@anan.kosen-ac.jp
mailto:riverside@gunma-u.ac.jp
mailto:kawaike.kenji.5n@kyoto-u.ac.jp
mailto:mirei@civil.kyutech.ac.jp
mailto:6223028@st.anan-nct.ac.jp
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accumulation and floodplain inundation. Moreover, we apply the simulation model to this basic 

experimental data in order to confirm the performance of the proposed model. 

 

NUMERICAL SIMULATION MODEL FOR WOODY DEBRIS BEHAVIOR 

 
Figure 1 shows the simulation procedures of the present model. We have developed the 2-D and 3-D 

hybrid flow model with a boundary-fitted coordinate system by the reference (Nihei et al. 2005) where 

the hybrid flow model with mode-splitting technique in the N-S coordinate system was presented. The 

2-D flow simulations are performed at each time step in the present model. However, the 3-D flow 

simulations are performed once every few steps of the 2-D flow simulation due to reflecting and 

including the 3-D flow feature in the 2-D simulation, as shown in Figure 2 (Exchanging of information). 

If there are areas where 3-D flow analysis is unnecessary, such as shallow flows like floodplain 

inundation, this model can easily switch to the 2-D flow simulation. This study uses the 2-D flow 

simulation to calculate floodplain inundation. 

 
Figure 1. Outline of the procedure of the numerical model. 

 
Figure 2. Mode-splitting technique of exchanging information in the 2-D and 3-D flow hybrid 

simulation. 

 

Each woody debris consists of an ensemble of spherical particles forming a linear stick, 

individual particles moving as results of the 3-D DEM simulation, as Figure 3 shows. The positions of 

particles are calculated using the interaction force of the flow and the collision force among particles 

by DEM. In this model, woody debris assumes to be a rigid body keeping a linear stick, it is necessary 

START

Initial condition

2D-3D hybrid flow model

• Calculation of drag force acting each particle
• Calculation of the inter-particle force of normal and tangential direction
• Calculation of particle velocity and coordinate
• Correction of particle velocity and coordinate using the rigid body model

END

Woody Debris analysis (3-D DEM)

Flow analysis in rivers and floodplains

The 2D flow mode
of the hybrid flow model

River channel (Flood flow) Floodplain (Inundation flow)

Exchanging of information
Time

2-D flow simulation with the correction terms of G

3-D flow simulation exchange with the 2-D model. The exchange occurs 
after several time steps of running the 2-D model.

Δt
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to correct the position of particles elaborated by Koshizuka et al. (1998). To consider the void ratio as 

the volume of water removed by woody debris in the numerical grid, the hybrid flow model adopts the 

FAVOR method (Hirt et al., 1985). 

 
Figure 3. Outline of the method used in simulating the movement of woody debris. 

 

FUNDAMENTAL EXPERIMENT 

 

We conducted fundamental experiments using a small-scale flume to obtain data on woody debris 

behavior and floodplain inundation. Figure 4 displays the outline of this experiment. The experimental 

flume is composed of a straight channel that installed two bridge piers and a floodplain with three 

house models; the straight channel is 0.2 m in width, 4 m long with a bed slope of 0.002, and the 

floodplain is 0.4 m in width, 2 m long. We set up the basic and simple experimental situation to check 

that the numerical model can reproduce these essential performances: the flood and inundation flow, 

tracking woody debris from the river channel to the floodplain, and woody debris accumulation at 

bridge piers and house models. 

 
Figure 4. Horizontal viewing of the experimental flume. 

 

The woody debris is modelized by a series of connecting circular elements with a diameter of 

d = 0.005 m and a length of 0.12 m. The density of the woody debris was ρw = 540 kg/m3. Two hundred 

pieces of woody debris model were supplied upstream of the straight channel. We observed the water 

surface profiles, the accumulation process at the piers, and the behavior of the woody debris outflowed 

to the floodplain by using video camera recording. We also counted the number of woody debris 

accumulated at piers and house models. The experiment was carried out 20 times under the same 

conditions. In addition, experiments were conducted to obtain flow variation due to debris 

accumulation by tracking positions of floating spheres with a diameter of 10 mm. 

Figure 5 displays an example of the time series of woody debris conveyance and accumulation 

process. The time display started from the woody debris supply as 0 sec. Figure 6 shows a stream-lines 

comparison between before and after woody debris accumulation at piers. Moreover, Figure 7 shows 
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the observation results of woody debris trajectories at each time. Similar results appeared in all 

experimental cases. Woody debris conveyed from upstream gradually accumulate at two piers installed 

flume. Then the water level rose upstream of the piers, namely the backwater effect, which made the 

main flow shift to the floodplain, and the outflowing amount of woody debris increased, as shown in 

Figure 5 and Figure 7. Figure 6 shows that a horizontal vortex occurs upstream of the floodplain. 

Without debris accumulation, a large-scale vortex but slow rotation was observed. Whereas, after 

accumulating woody debris, the vortex scale is smaller than that but a little bit faster rotating due to 

the shifting main flow to the floodplain.  

 

 

Figure 5. Horizontal viewing of woody debris conveyance and accumulating at piers. 

 

 

Figure 6. Horizontal viewing of the streamline variation between the initial stage (no woody 

debris) and the after stage with woody debris accumulation at piers. 

 

 
Figure 7. Observation results of woody debris trajectories at each time. 
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RESULTS OF THE NUMERICAL SIMULATION 

 

Here, we discuss the applicability of the present model through a comparison between the experimental 

data and numerical results. The calculations, slightly changing the supplying debris position, conduct 

20 times under the same number of times of experiments. Figure 8 displays the time-variation of woody 

debris conveyance and accumulation in the depth-averaged velocity field. The comparison between 

Figure 5 and Figure 8 on the woody debris behavior clarifies that the numerical model can express the 

basic process of the experimental result: woody debris accumulation at piers, main flow shifts to the 

floodplain, and woody debris outflow to the floodplain. Moreover, the numerical model reproduces the 

experimental result in which the vortex area becomes smaller as the main flow shifts to the floodplain 

shown in Figure 6. 

 

 
Figure 8. Simulation results on the time-series of woody debris conveyance and accumulation. 

 

 
Figure 9. Comparison of the woody debris accumulation at piers from side-viewing. 

 

The final placement form of the woody debris accumulation at piers slightly differs between 

experiments and simulation results, as shown in the bottom right of Figure 5 and Figure 8. The 

accumulation structure of the experimental result forms a right triangle and is slightly longer in the 

downstream direction (this form was obtained in all 20 times experiments). Whereas the final 

accumulation form of the simulation result forms slightly crashed in the downstream direction 

compared to the experimental result. Figure 9 shows the experimental and simulation results of the 
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debris accumulation when side-viewing around the piers. In the experiment, woody debris gradually 

submerged as the accumulation increased, and the water level rose due to channel clogging. The 

simulation result reproduces the clogging of the river channel caused by submerged woody debris. 
 

CONCLUSION 

 
Aiming to realize the reproduction and prediction of woody debris disasters in rivers and floodplains, 

as the first step to our study goal, we conducted fundamental experiments to understand woody 

debris accumulation processes and floodplain inundation. Moreover, we applied the numerical 

model using the hybrid flow model to this fundamental experiment data to verify its performances. 

Observations from the fundamental experiments indicated that the woody debris accumulation at 

piers alters flood and inundation flows and influences the behavior of woody debris in the floodplain. 

In addition, it was clarified that the proposed numerical model can express a series of phenomena 

of flow pattern and woody debris behavior observed in the experiment. In future research, we will 

develop a numerical model, including a sediment transport model, and confirm applicability to the 

steep slope channels using other experimental data.  
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INTRODUCTION 
 
Turbidity monitoring in river water is essential for ecosystems and landscapes. Unlike water 
level and river discharge, only a limited number of turbidity observation points are constantly 
running, which is insufficient for understanding the sediment dynamics in entire watersheds 
including the main river and tributaries. Remote sensing technique has enabled to depict the 
turbidity distribution not only at limited observation points but also throughout watersheds. 
Nechad et al. (2009) used spectroscopy to construct the semi-empirical turbidity estimation 
model based on the relationship between surface reflectance sensed by remote sensing and field-
observed turbidity. A positive correlation was found between surface reflectance and turbidity, 
with a high correlation with red bands for turbidity below 100 FTU, and the use of near-infrared 
bands for high turbidity above 100 FTU (Dogliotti et al., 2011). Many studies have attempted to 
determine the turbidity distribution over a wide area such as oceans and estuaries by utilizing 
satellite images based on the turbidity estimation model. Among them, Droujko et al. (2023) 
used Sentinel-2 images over an entire watershed to identify which parts of the watershed have 
high levels of fine sediment discharge on a seasonal basis. 

Conducting a numerical simulation is another approach to understanding the sediment 
dynamics throughout watersheds. However, the sediment discharge can be affected by the initial 
conditions of the model, such as the grain size distribution and the choice of the sediment yield 
equation. At this point, it is very important to establish an appropriate and easy-to-use 
monitoring technique based on observation not too much depending on numerical simulations. 

Although satellite image can provide spatially continuous information, it does not provide 
temporally continuous information. Therefore, it is essential to use a sediment transport model in 
order to develop spatially and temporally continuous information. Remote sensing technique, 
including satellite images, provides spatially continuous information and is expected to be useful 
in validating such sediment transport models. 
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This study aims to understand the spatially continuous sediment dynamics in a watershed by 
using remote sensing technique. Turbidity maps were processed implementing the Nechad et al. 
(2009)’ method based on Sentinel-2. They were used to investigate the turbidity distribution in a 
spatiotemporal manner in the Iwaki River basin (Japan). The basin experienced a significant 
flood event in August 2022 with minor slope collapses in the upstream mountain area. After the 
flood, the basin experienced high turbid conditions for months. The turbidity distribution is 
discussed based on the geological structures and rainfall distribution. The fine sediment 
discharge was calculated based on the turbidity from Sentinel-2 and the river discharge from a 
rainfall-runoff model. The continuity of the sediment discharge before and after the confluence 
of tributaries was examined. 

 
STUDY AREA AND FIELD OBSERVATIONS 
 

The Iwaki River basin is a class-A river located in the Northern part of Japan, consisting of 3 
tributaries, the main Iwaki River, the Hira River, and the Aseishi River. Figure 1 shows a 
watershed map and Figure 2 shows surface geological structures. In the main Iwaki River basin, 
green tuff, which has undergone hydrothermal alteration and turned to clay, is widely distributed. 
The basin is one of the landslide-prone areas (Nakamura et al., 2021). The sand is very fine and 
the sand deposited at the Tsugaru Dam with 90% diameter is 30 μm. In the Hirakawa River 
basin, slate and green tuff are distributed. The mountainous terrain is gentler than that of the 
Iwaki River basin. Pumice is widely distributed in the Aseishi River basin due to the Towada 
Volcano. 

The blue squares in Figure 1 show the bed material observation points conducted after the 
August rainfall. S1 to S4 are in the Iwaki River, S5 to S7 are in the Hira River, S8 to S10 are in 
the Aseishi River, and S11 and S12 are after the confluence of the three rivers. We found silt on 
the riverbank in S1, S3, and S4, in the Iwaki River. On the other hand, we found no or very little 
silt in other observation points. The analysis of particle size distribution shows that sediments 
with a grain size of 0.1 mm or less were abundant in the Iwaki River. 
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Figure 1. Target basin and observation points Figure 2. Geological structures 

METHODOLOGY 
 
Turbidity distribution by satellite images. Following the method of Nechad et al. (2009), we 
constructed a turbidity estimation model based on the relationship between water leaving 
reflectance and field-observed turbidity. Sentinel-2 satellite images over the watershed were 
corrected for the period April 2020–October 2022 from the Copernicus Open Access Hub. We 
used the L1C products and conducted atmospherically correction and sun glint collection using 
ACOLITE (Vanhellemont et al., 2016). Then we developed the relationship between water leaving 
reflectance and the field-observed turbidity at the observation location. We used the red band for 
under 100 FTU, and the near-infrared band for 100 and over 100 FTU. Turbidity maps 
throughout the watershed were processed based on the established turbidity estimation model. 
We analyzed four cases (A) 7/6/2022, (B) 8/5/2022, (C) 8/25/2022, and (D) 10/14/2022, when 
turbidity was observed in the river channels after a rainfall event in 2022 and when Seninel-2 
images are available without cloud cover. 
 
Fine sediment discharge in the entire watershed. The sediment discharge was calculated by 
multiplying the suspended sediment concentration (SSC) by river discharge. To convert turbidity 
(FTU) to SSC (mg/L), an equation was developed based on a laboratory experiment. The spatial 
distribution of the river discharge was calculated using the Rainfall Runoff Inundation Model 
(RRI model) (Sayama et al., 2012).  
 
RESULTS & DISCUSSION 
 
Spatial profiles of turbidity and sediment discharge by satellite images. We first developed a 
turbidity estimation model and the coefficient of determination for estimated turbidity based on 
the turbidity estimation model and field turbidity was over 0.8. Based on the constructed 
turbidity estimation model, the turbidity distribution in the whole watershed can be mapped from 
Sentinel-2 images. Figure 3 shows the daily rainfall at the observation point at the Iwaki River 
basin field-measured turbidity. The field-measured turbidity is shown as reference data, as 
Sentinel-2 does not take images every day. Figure 4a shows the cumulative rainfall distribution 
based on the radar-rain gauge analyzed precipitation for each of the four rainfall events. Figure 
4b shows the turbidity distribution around the confluence of the three rivers (enlarged area 
circled in white in Fig. 4a). Figure 4c shows the river discharge calculated by the rainfall-runoff 
model. Figure 4d shows the sediment discharge calculated from turbidity and river discharge. 

First, we compare the rainfall distribution in Fig. 4a and the turbidity distribution in Fig. 4 
(b). In event (A) in late June, there was a total of about 100 mm of rainfall for three days in the 
upper reaches of the Iwaki River. Turbidity was not high in all three tributaries, including the 
Iwaki River. In event (B) in early August, there was a total of 150mm of rainfall for three days in 
the upper reaches of the Iwaki and Aseishi Rivers. In Event (C) in mid-August, there was a total 
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of more than 500 mm of rainfall for five days in the upper reaches of the Iwaki River. Although 
it had been about 2 weeks since this rainfall, the satellite image of August 25th shows that the 
Iwaki River is still turbid with more than 100 FTU. The turbidity in the Aseishi River was about 
100 FTU after Event (B), but the turbidity decreased to several tens of FTU on August 25. Figure 
3 shows that the Iwaki River continued to have high turbidity for about a month after Event (C) 
until it reached several tens of FTU in early September. In contrast, the Aseishi River had high 
turbidity immediately after Event (B), but it quickly decreased within about 10 days. In Event 
(D) in early October, there was a total of about 50 mm of rainfall for three days in the upper 
reaches of the Iwaki River. Although the scale of the rainfall was smaller than that of Event (A), 
the Iwaki River was turbid with about 60 FTU. Figure 3 shows that the turbidity from the Iwaki 
River decreased in early September and remained below 10 FTU after that, but the turbidity 
increased to over 200 FTU on October 6 due to Event (D). 

The value in Fig. 4(d) represents the sediment discharge before the confluence of the 
mainstream of the Iwaki River (1), after the confluence of the Aseishi and Hira Rivers (2), and 
after the confluence of the Iwaki, Aseishi, and Hira Rivers (3), respectively. In order to confirm 
the continuous condition of the sediment discharge, we checked whether the sum discharge 
before the confluence ((1)+(2)) and the discharge after the confluence (3) were consistent. 
Although turbidity (Fig. 4 (b)) and river discharge (Fig. 4 (c)) changed significantly before and 
after the confluence, the values of sediment discharge (Fig. 4 (d)) for events (A), (B), and (D) are 
generally consistent between before and after the confluence. 

We discuss the difference between rainfall events and turbidity distribution in the branch 
rivers, focusing on the rainfall distribution and geological structures. First, after Event (B), the 
turbidity in the Aseishi River decreased within about 10 days, but after Event (C), the turbidity in 
the Iwaki River remained high for about one month. In Event (C), the upper reaches of the Iwaki 
River received heavy disaster-level rainfall, and the geological structure of the river, called green 
tuff, facilitated the release of silt. Once silt was released, the particles were very fine and did not 
settle easily in the dam and river channel, which may have contributed to the prolonged turbidity. 
Next, the difference in the occurrence of turbidity in the Iwaki River after Event (A) but not in 
Event (D), may be due to the fact that fine sediments were easily discharged even by small-scale 
rainfall due to slope failure in the mountainous area after experiencing Event (B) and (C). 

Longitudinal profiles of sediment discharge. The longitudinal profiles of turbidity, river 
discharge, and sediment discharge are shown in Fig. 5, with the left side at 0 km from the outlet 
and the right side downstream of the Tsugaru Dam. Although river discharge almost doubled 
from 32m3/s to 57m3/s at the confluence of the three rivers, turbidity decreased from 52 FTU to 
30 FTU, and sediment discharge changes little before and after the confluence, which indicates 
that sediment mainly flows from the mainstream as confirmed in Fig. 6. As shown in the 
enlarged view in Fig. 5, the Iwaki River watershed also has tributaries named the Soma River 
and the Ohaki River, and the sediment discharge increased especially after the confluence of the 
Ohaki River. Although the Ohaki River is too narrow to measure turbidity directly with Sentinel-
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2, it is may possible to measure sediment discharge indirectly by observing the mainstream. 
 

 
Figure 3. Daily rainfall and field-measured turbidity 

 
Figure 4. Relationship between rainfall distribution and turbidity/sediment discharge. (a) Rainfall 
distribution, (b) Turbidity distribution near the confluence of three rivers, (c) River discharge, (d) 
Fine sediment discharge. 
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Figure 5. Longitudinal profiles of turbidity and sediment discharge 
 

CONCLUSION 
 
This paper indicates the following two things. 
1) The turbidity distribution derived from Seninel-2 in the four rainfall events in 2022 was different 

according to the river tributaries, which is reasonable from the viewpoint of rainfall distribution 
and geological structure. 

2) The rainfall-runoff model enabled us to develop the turbidity distribution into a sediment 
discharge, which was also valid from the viewpoint of the continuity of the sediment volume 
before and after the confluence. 
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INTRODUCTION 
 
One of the challenges for river engineers is to understand the sediment hydraulics 
below the water surface when sediment transport actively takes place.  To address 
these challenges, the authors have attempted to understand them using only the surface 
information, such as the shape of the water surface and the velocity distribution, and 
others based on observation.  Once the surface information is obtained, the water 
depth can be estimated using the flow resistance.  After the flow properties are 
successfully obtained, the governing equation of the river flow can be constructed in 
the depth-integrated manner.   
 In the present study, Particle Image Velocimetry (PIV) was applied to the 
velocity distribution and Structure from Motion (SfM) to the water surface.  Both 
observations can be performed using the images captured by the video camera 
mounted on the UAV.  For PIV, the method is already developed, although the 
application of SfM to the river flow is quite challenging.  To overcome these 
challenges, the authors developed the method described below. 
 In order to verify the method as well as the results, the authors carried out the 
measurement in the quasi actual river.  Based on the results, the present study 
discusses about the bed shear stress calculated by the energy slope along the different 
stream line, such as the one along the live bed condition and the other on the top of the 
riverbed protection works.  In addition, it discusses about the estimation of the water 
depth. 
 
EXPERIMENTAL 
 
Experimental facility and condition:  Figure 1 shows the top view of the quasi-
river scale test facility. It is a compound channel with the straight reach at both 
upstream and downstream ends and the curbed section.  The entire channel on the 
right is the main channel, while the channel on the left is the floodplain.  The initial 
height difference is about 0.75m.  Along both banks, gauges for the water surface 
elevation are installed, as shown in the figure as "Gauge".  The location for ADCP 
measurement is also shown in this figure as “ADCP”.  The riverbed protection works 
(RPW) are located on the right bank as well as on the slope between the main channel 
and the floodplain.  In particular, the area surrounded by the orange trapezoid is the 
location of the RPW on the floodplain.  Otherwise, the entire channel is in a riverbed 
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condition.  The area surrounded by the purple trapezoid is the angle of view of the 
camera for SfM, as discussed later in Figures 2 and 3.  The average bed slope is 1/200.  
The bed materials were sampled from the bed surface at 24 points.  Sediment values 
were inter/outer polated throughout the domain.  D50 is in averaged about 10 mm. 
The flow condition is the steady flow with the discharge of 40 m3/s.  The experiment 
was conducted for 9 hours, although the equilibrium state was reached within a few 
hours.  The measurements of the present study were performed 10 times.  The 
results of the following discussion are the case after it reached to the equilibrium.  
 

Figure 1. Top view of quasi-river scale flume 
 
The purpose of the river protection work:  The primary purpose of this experiment 
is finding the countermeasure with minimum coverage of the RPW to protect from the 
bank breach.  The following is the assumed mechanism of the breach.  First, due to 
the sediment transport on the floodplain, the channel will be shifted from the main 
channel to the floodplain.  Second, the toe of the left bank is deepened.  Third, the 
slope of the left bank becomes unstable.  Finally, the breach will occur.  In order to 
prevent the breach, preventing the channel shift is considered as the first and direct 
countermeasures.  Therefore, the RPW are installed around this area as shown in 
Figure 1.  
 
METHODOLOGY 
 
Measurement of the shape of the water surface using SfM.  Figure 2 shows one 
of the images decomposed from videos to obtain the shape of the water surface using 
SfM.  To obtain the SfM outputs, other two images were also implemented, whose 
video cameras are located at the upstream side and downstream side and photographed 
with similar angles.  The video cameras are those normally installed in the Phantom 
4 pro of the DJI Co., Ltd.  For the geographic survey with SfM, the target object is a 
solid material, while the shapes of the water surface change in time and space for the 
present study.  Due to these characteristics, it is important that the three video 
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cameras capture exactly the same shape, which requires synchronization in a very short 
period of time.  In order to handle such requirement, the authors implement the 
external triggers; such as the bursting of the balloon. As shown in Figure 2, the red 
balloon can be seen before bursting.  After decomposing the movies into individual 
images, the three images from each camera are selected at the exact moment of the 
balloon burst.  The images selected in this way should be well cinchonized, and if so, 
the SfM software such as Metashape by Agisoft LLC can create the three-dimensional 
points, which is shown in Figure 3.  When the Metashape was used, the build point 
cloud parameters are set up as “low” for quality, and “aggressive” for depth filtering 
modes.  In addition to that, all ground points shown in the Figure 2 are implemented 
for the image analysis.  
 As seen in the top left of the figure 2, the rough surface located at the edge of 
the RPW is captured.  Due to the discontinuity in the bedload, the scour hole 
developed at the edge as the experimental time passed.  By the scour hole, the water 
dropped, then flow surface become rough.  In addition to that, some waves are 
captured in the near side of the image, which is located in the main channel. 
 Figure 3 shows the results of the SfM using Figure 2 and the other two images.  
Similar to Figure 2, the roughened water surface caused by the scour hole and some 
waves are also well drawn as three-dimensional points, which implies the success of 
SfM.  With using the same method with different images, the point data are created 
in the entire domain. 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. One of the images for SfM 

Figure 3. Results of SfM 
 
Measurement of the velocity field using PIV.  With the similar angles as shown in 
Figure 2, the velocity field is obtained using PIV. The movies are filmed by Zenmuse 
P1 35mm on the M300 of DJI Co., Ltd.  First, images are decomposed from the 
movies.  Second, each image was geometrically transformed with using the four 
different ground points. Then, the displacement point of each cell was detected using 
the direct cross-correlation method.  With the time differences as well as the 
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displacement distance, the velocity was obtained. Once the velocity field were 
obtained from two images of about 300, averaged velocity field was obtained with 
simple average.   
 
Estimation of the water depth using the flow resistance.  In order to estimate 
the flow depth, the method proposed by Kishi and Kuroki (1973) was 
implemented.  First, the depth-averaged velocity, the bed material, and 
slope are used as input information for the obtained R’, as well as the grain 
shear stress.  Second, based on the relationship between the grain and the 
total shear stress, the toral stress is obtained.  Then, the water depth is 
obtained.  For the practical use, it is important to confirm whether the 
micro-sand wave is formed at the area of interest.  If the waves induced 
by other reasons are selected, the estimation of the water depth will not 
work.  In this study, the observed results as a shape of the wave were 
implemented to confirm it.  In addition to that, the sampling of bed 
material at the exact point, and the calculation of the slope are also 
necessary.  These important essentials are well described in the following 
section. 
 
RESULT 
 
Plan view of the total head and stream line.  Figure 4 shows the plan view of the 
total head and the streamline, estimated from the local flow field.  To make this figure, 
the total heads are obtained from the velocity field and the shape of the water surface.  
As shown in this figure at the point of (x, y) = (60, 60), there is an area, where the total 
energy becomes locally small.  This phenomenon is due to the drop of the water that 
occurs at the scour hole located at the downstream edge of the RPW.  As discussed 
earlier, the main purpose of the RPW is to prevent channel migration.  As seen in the 
Figure 4, since the energy is concentrated in the main channel, it can be concluded that 
the RPW is working well for the bank protection.  In addition to that at the both of 
the upstream and downstream areas of the main channel, the wave types feature can 
be seen.  The one on the upstream shows more unidirectional type, while the other 
on the downstream side is more like the cross-hatched type.   
 Figure 5 and 6 shows the flow properties along the stream line, which is the 
Line 1 in the main channel, and Line 2 on the RPW respectively.  As Figure 5 
indicates, at the area in between 0 and 30m, both the water surface; WS, and the 
velocity; UV, shows the waves.  In addition to that, those two have inverse phases.  
This is one of the characteristics of the flow around the Dune.  Therefore, the authors 
consider the riverbed around this area has Dune at this time.  In addition to that, the 
area in between 0 and 60 m has the energy slope of about 1/80 and it does not have 
major inclination points.  By the way, the energy slope is same as the bed shear stress 
along the stream line.  Therefore, the bed shear stress along this area is considered as 
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the constant.  On the other hand, Figure 6 shows abrupt changes in between 20 and 
50m, whose energy slope is about 1/50.  It can be understood that the largest local 
bed shear stress occurred by the RPW and can be observed by this method.  

 Figure 4. plan view of the total head and stream line 
 

Figure 5 Flow properties along Line 1 Figure 6 Flow properties along Line 2 
 
Water depth estimation:  Figure 7 shows the cross-sectional distribution of the 
velocity and the water depth.  The cross-section is located as the blue dot in the Figure 
1.  Regarding the velocity distribution, the most top values are picked up from ADCP 
profile data.  As it shows, both velocities are well matched each other except some 
outlier on the both edge and others.  Therefore, the accuracy of the PIV measurement 
is well confirmed.  Regarding the water depth, the measured values by ADCP and 
estimated values with the flow resistance are compared.  As discussed earlier with 
the Figure 5, the area is classified as Dune.  The classification judged by the flow 
resistance also indicated Dune II.  Based on this discussion, the use of the flow 
resistance at this area is more than appropriate.  The area in between 8 and 12m, those 
two are not matched, while other area shows good match.  The difference is the bed 
material, though it does not explain well in this paper because of the space limitation.  
The bed material between 8 and 12m is about 10mm, while other area is about 20mm.  
Those difference of the bed material caused the different water depth.  
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Figure 7 Cross sectional distribution of velocity and water depth 
 

 
CONCLUSION 
 
This paper indicates the following. 
1) By using the video camera mounted on the UAV, the velocity field and the shape 

of the water surface are observed.  By the observed results, the total head are 
obtained, and the bed shear stress are discussed. 

2) Along the stream line, the wave pattern shows the clear characteristic about the 
micro bed form; dune.  The waves by the velocity and the surface have inverse 
phase.  

3) By using the flow resistance, the water depth was estimated at where the micro bed 
form takes place.  The estimated results show good agreement with ADCP 
measurement.   
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Introduction 
Image Velocimetry is the method of using a sequence of images to calculate surface water velocities in a 
stream and using those velocities alongside ancillary data (cross section, stage, and velocity-profile 
information) to compute a streamflow discharge. The Large Scale Particle Image Velocimetry (LSPIV) 
method was first introduced by Fujita and Komura (1994) and has been evolving since then, including 
the introduction of the Space Time Image Velocimetry (STIV) technique  by Fujita, Watanabe, and 
Tsubaki (2007). Image Velocimetry method has improved with the wide use of cell phones and drones to 
capture video, better data networks and the internet-of-things to advance remote recording capabilities, 
and the advent of new algorithms to compute surface velocity.  

The Water Survey of Canada (WSC) collects image velocimetry measurements alongside comparison 
measurements with conventional measurement methods (acoustic Doppler current profilers (ADCPs), 
acoustic Doppler velocimeters (ADVs) and mechanical current meters); 99 of these measurements are 
presented here. To the authors’ knowledge, this is the largest field collection to date of paired image 
velocimetry and conventional measurements. 

Uncertainty is a critical part of any discharge measurement (JCGM 2008) and has been fairly well 
developed for ADVs (Cohn, Kiang, and Mason Jr 2013; Hauet 2020b) and ADCPs (Mueller 2016; 
Huang 2018; Moore et al. 2017; González-Castro et al. 2016; Despax et al. 2019). However, complete 
uncertainty of image velocimetry discharge measurements has not been well developed to date. Kim 
(2006) identified 27 elemental error sources that affect LSPIV discharge measurements. Muste, Fujita, 
and Hauet (2008) characterized uncertainty of LSPIV derived velocities using both standardized 
uncertainty analysis methodology and comparisons with alternative discharge methods and found 
differences up to 10% when compared to ADVs. Jodeau et al. (2017) classified uncertainty into four 
main components and estimated uncertainty for each component: orthorectification (5%), surface 
velocity measurement (10% from (Muste, Fujita, and Hauet 2008)), velocity profile (alpha) (5%) and 
bathymetry (5%), for a total uncertainty estimate of about 15%. Le Coz et al. (2021) calculated the 
orthorectification uncertainty using an implicit method (Ground Reference Points) and explicit method 
(camera parameters) and found orthorectification uncertainty to be between 4.9% and 7.2% for their 
case study. Additionally, they used a similar classification approach as (Jodeau et al. 2017) to calculate 
additional uncertainty components using a Monte Carlo method with 500 simulations for bathymetry 
transect datum (0.05m), alpha (5%), and stage (0.05m) to estimate a total uncertainty of 15% for this 
case. Velocity (PIV) detection uncertainty was not included as further research development was 
necessary. 
 
An attempt to characterize uncertainty across a variety of image velocimetry measurements is presented. 
A sensitivity analysis on 3 select measurements is undertaken and an uncertainty index is applied to the 
measurements subject to the bounds of the sensitivity analysis.  
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Methods 
The WSC has collected a dataset of 99 image velocimetry comparison measurements (ranging from 
0.1314 to 632 m3/s, and a median measurement of 4.47 m3/s). These measurements were carried out in a 
range of environmental conditions. Components of a measurement include: a video, cross section, stage, 
surveyed ground reference points (GRPs) and a measurement or estimation of the vertical velocity 
profile. A comparison discharge measurement was performed at the same time and location of each 
image velocimetry measurement. These measurements were typically done using ADCPs or ADVs but 
sometimes included current meters. The image velocimetry measurements were processed using Hydro-
STIV software (“Hydro-STIV Cloud” 2023). The image velocimetry and paired comparison 
measurements are shown in Figure 1. The average error of the measurements is 10.6% and the average 
bias is -1.05%. It should be noted that the comparison measurements are not always completely 
independent of the image velocimetry measurements as often the cross-section profile used for image 
velocimetry was the one measured by the conventional measurement, as well as the vertical velocity 
profile used for calculating alpha. The uncertainties for the conventional measurements were calculated 
using WSC standards (QRev (Mueller 2016) method for ADCPs, the IVE method (Cohn et al. 2013) for 
ADVs and Current Meters). The uncertainties of the Image Velocimetry measurements were calculated 
as described herein. 

 

Figure 1: Image Velocimetry Measurements and paired measurements using conventional methods (ADCP, ADV or Current Meter). 95% 
uncertainty estimates for both methods are shown by the lines attached to each point 

A similar approach to calculate uncertainty as Le Coz et al. (2021) was taken: following the GUM 
methodology (Hauet 2020a) in identifying the sources of uncertainty and characterizing them according 
to a Type A method when possible and the Type B method otherwise. Velocity derivation uncertainty 
was included as a 5th source of uncertainty. Instead of a Monte Carlo simulation using many trials on a 
single use case, a sensitivity analysis that included a limited set of trials were performed manually on 
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three different image velocimetry measurements from three different sites. In each sensitivity analysis, 
input parameters were grouped into 5 components: alpha (𝑢𝑢𝑎𝑎), velocity (𝑢𝑢𝑣𝑣), bathymetry (𝑢𝑢𝑏𝑏), 
orthorectification (𝑢𝑢𝑏𝑏), and stage (𝑢𝑢𝑠𝑠), These components are shown in Eqn ( 1). The parameters in each 
component were varied individually (according to the author’s estimation of reasonable uncertainty 
bounds of said parameter) and the resulting discharge recorded. The number of trials on each image 
velocity measurement ranged between 26 and 39 and was dependent on the range of conditions and the 
number of datasets available (ex. multiple surveys of GRPs). Trials in each component ranged from a 
minimum of 2 for Stage to a maximum of 15 for Orthorectification. While the number of trials is 
admittedly small because of the manual effort involved, they are assumed to be representative of a larger 
sample size. The standard deviation for each component was calculated and multiplied by 2 to get a 95% 
uncertainty value. The component uncertainties were combined using Eqn ( 1) and compared with the 
conventional measurement and associated uncertainty.  

𝑢𝑢 = �𝑢𝑢𝛼𝛼2 + 𝑢𝑢𝑣𝑣2 + 𝑢𝑢𝑏𝑏
2 + 𝑢𝑢02 + 𝑢𝑢𝑠𝑠2  

( 1) 

Three (3) sites and a single video from each site were used for the sensitivity analysis. These sites were 
WSC gauging sites where high resolution (4k), fixed, transmitting cameras were installed and are 
referred to here by their WSC Station ID and date of measurement. 01DH004-20220929 is located on 
the North River in Nova Scotia and has a cobble bed that is prone to shifting in high flows. The video 
from this site (12:10 AST) represents moderate flow conditions. 02HC004-20230209 is an urban stream 
in southern Ontario and has a concrete channel whose flows are very flashy due to its urban nature. The 
video from this site (15:30 EST) represents a moderate to high condition. 05AA008-20220512 is located 
on the Crowsnest River in the Rocky Mountains of Alberta with a cobble stream that hasn’t seen as 
significant bed shifting as 01DH004 during the same (2 year) study period, likely because the 
magnitudes of flow have been much lower. The video from this site (14:00 MST) represents moderate to 
low flow conditions. Stage and discharge data for these stations are available at 
https://wateroffice.ec.gc.ca/. 

Results and Discussion 
A summary of results from the sensitivity analysis are shown Table 1 and normalized results for each of 
the component uncertainties are shown in Figure 2.  

Uncertainty is higher in different components for different sites and situations. Velocity derivation 
uncertainty is the primary driver of uncertainty for 02HC027-20230209 (21.7%, Figure 2). This can be 
attributed to several factors. First, the smooth concrete channel tends to cause fewer turbulent eddy 
perturbations that is one of the causes for good surface texture. Second, there are substantial rain drops 
on the camera lens at the time of the video. Though the STIV algorithm can measure velocities without 
seeding (Muste, Fujita, and Hauet 2008), limited ability to track surface texture does lead to more 
uncertainty. Lastly, some equipment mounted on the bottom of the concrete channel initiated a single 
standing wave in the middle of the frame which is believed to have caused some inconsistency across a 
typical vertical velocity profile. Bathymetric uncertainty is the highest uncertainty source for 
01DH004-20220929 at 9.4%, caused by the differences in profiles from the two instruments used to 
survey the bed at the time of measurement: the RTK GNSS survey produced a cross sectional area that 
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was 7.3% lower than the ADCP survey (4-beam average IDW in QRev). The uncertainty on 
05AA008-20220512 was consistent across the components, with the highest uncertainty component 
being orthorectification; the likely contributor to this being that there were only 6 GCPs in the camera 
field of view. 
Table 1: Results from ADCP and Image Velocimetry measurements used in sensitivity analysis 

Site ADCP Discharge 
(m3/s) 

Median Image Vel 
Discharge (m3/s) Error Image Vel 

Uncertainty 

01DH004 -20220929  6.21 6.42 3.4% 15% 
02HC027-20230209  13.3 13.1 -1.5% 15% 
05AA008-20220512  8.41 8.4 -0.1% 24% 

 

Figure 2: Tornado plot showing (1) the comparison measurement uncertainty, (2) total uncertainty, and (3) component uncertainties for 
three image velocimetry measurement. The black dots represent the median values. 

Based on the results from the sensitivity analysis an index is created and shown in Table 2. This table is 
subjective but highlights the general expected ranges of uncertainty. The ranges of the sensitivity 
analysis are included for reference but do not correspond exactly to the ranges of the index as the three 
videos analyzed do not represent the full extent of conditions one can expect to see in image velocimetry 
measurements; for example, the bathymetry uncertainty could be much higher if an image velocimetry 
measurement was recorded during a flood and moving bed was suspected. 
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User variability is not accounted for in this uncertainty and can have a significant effect on the result. 
Select measurements with higher error in Figure 1 were further investigated and found to be the result of 
blunders in the image velocimetry computation process. These blunders included scaling issues (ex. 
Describing the reference points incorrectly, using reference points not on the same plane as the water 
surface) and bathymetry issues (reversing the order of a cross section) and highlights the need for 
rigorous training and quality assurance processes.  

Table 2: Index used to subjectively apply uncertainty values to uncertainty component values of image velocimetry measurements 
    

Sensitivity Analysis 
Range 

95% Uncertainty Good Fair Poor Minimum Maximum 

Alpha (𝑢𝑢𝑎𝑎) 5% 7% 10% 6.0% 6.0% 
Stage (𝑢𝑢𝑠𝑠) 2% 5% 10% 2.5% 5.7% 

Bathymetry (𝑢𝑢𝑏𝑏) 0% 6% 20% 2.2% 9.4% 
Velocity Derivation (𝑢𝑢𝑣𝑣) 5% 8% 22% 7.0% 21.7% 

Orthorectification (𝑢𝑢𝑜𝑜) 5% 7% 10% 5.5% 7.7% 

Total 9% 15% 34% 
  

 

These indices were applied to all 99 comparison measurements and the 95% uncertainty values were 
computed and are shown as vertical bars to the points in Figure 1.  The minimum, median, and 
maximum uncertainties of the whole collection of measurements are 9.7%, 15.6%, and 101% (this 
occurred in low flow conditions, due to surface water showing no visible movement), respectively. 

Summary 
A collection of approximately 99 image velocimetry measurements from fixed and mobile cameras are 
processed using HydroSTIV software and presented alongside comparison measurements collected 
using conventional measurements (ADCPs, ADVs or Current Meters). The image velocimetry 
measurements have an average error of 10.6 % and an average bias of -1.05 %. A sensitivity analysis is 
completed on 3 select image velocimetry measurements using five components of uncertainty based on 
those found in literature. The estimated ranges of parameters used in the sensitivity analysis were 
estimated to represent 95% uncertainty. Total uncertainty was calculated using the GUM method. 
Finally, an uncertainty index was created to subjectively apply categorical and total uncertainty bounds 
to the whole collection of image velocimetry measurements and found to have a median uncertainty of 
15.6%.  
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INTRODUCTION 

Hoover Dam (originally Boulder Dam) is one of the most iconic American infrastructure 
projects, and a facility that both demonstrated and produced hydraulic engineering 
advancements.  In particular, the 50-ft diameter spillway tunnels at Hoover Dam were record-
breaking hydraulic structures when construction was completed in 1936.  Hydraulic model 
studies performed to develop the designs of the drum-gate-controlled, bathtub-type, side channel 
inlets and ogee crest profiles have been cited for decades afterward, partly due to their 
documentation in the famous multi-volume Boulder Canyon Project Final Reports.  In fact, the 
tunnel spillway concepts developed for Hoover were also eventually used for many more dams 
worldwide and several constructed by Reclamation during the next 30 years, including Kortes 
(1946-51), Flaming Gorge (1959-62), Glen Canyon (1957-64), Yellowtail (1963-66), and Blue 
Mesa (1962-66). 

Although the tunnel spillway designs proved successful in most respects, as structures advancing 
the state of the art they were not without problems.  In particular, the Arizona spillway at Hoover 
Dam operated for the first time during a four-month period from August to the start of December 
1941, with the reservoir having filled quickly after dam closure due to relatively small water 
storage capacity in the upper Colorado River basin.  During most of this time the flows through 
the Arizona spillway were modest, averaging about 13,550 ft3/s, except for a short period of a 
few hours when the flow rate tripled to about 38,000 ft3/s due to an unexpected malfunction and 
lowering of one of the spillway’s drum gates.  The Nevada tunnel during the same period carried 
more modest flows of about 8,000 ft3/s for only a few days.  On December 12—just 5 days after 
the attack on Pearl Harbor that brought the U.S. into World War II—a routine inspection of the 
spillway tunnels revealed serious damage on the Arizona side, the result of cavitation that 
enabled simple water vapor bubbles to initiate erosion that scoured a hole in the tunnel floor that 
was 115 ft long and 35 ft deep.  Whether the short period of high discharge was a strong 
contributing factor has never been firmly established, but it almost certainly contributed to the 
extensiveness of the damage. 

Cavitation had been known as a source of erosion damage in and around high-head outlet works 
facilities (pressurized pipe outlets) since about 1910, but Hoover provided one of the first 
examples of serious damage to an open-channel spillway.  The source of the problem was 
quickly identified as a misalignment of the tunnel invert that created a low-pressure zone along 
the tunnel lining.  This initiated formation of water vapor bubbles in the flow that damaged the 
flow surfaces when those bubbles collapsed (imploded) upon their transition back to liquid state.  
The misalignment at Hoover was a gradual hump in the floor profile, not the more common 
abrupt offset that has initiated cavitation damage in other structures.  Still, the hump was enough 
that it produced low pressure conditions along the spillway surface at high discharge, and this 
initiated the damage process.  Once the surface was roughened, the severity of cavitation likely 
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increased, and led at some point to mass erosion.  The combination of processes allowed the 
extent of the damage to grow rapidly. 

With an understanding of the physics driving the cavitation damage process, emergency repairs 
were initiated to reconstruct the tunnel and correct the alignment problem.  To ensure the best 
chance of good performance going forward, special attention was paid to joints and the surface 
finish, even utilizing highly skilled stone masons in the concrete finishing process.  In parallel, 
Reclamation’s chief design engineer, John L. Savage, set the hydraulics laboratory to work 
developing methods for mixing air into the flow, with the yet-unproven thought that a bubbly, 
compressible, two-phase flow might disrupt the cavitation damage cycle.  The mechanism being 
sought was somewhat unknown, but speculation was that the slightly compressible nature of air-
entrained flow might provide a cushioning effect that would dampen pressure spikes associated 
with cavitation bubble collapse, and additionally, air added to the flow might reduce the degree 
of negative pressures experienced at the spillway surface, thereby retarding the formation of 
vapor bubbles in the flow.  

The first studies were challenging, requiring the development of new instrumentation and test 
methods, and unfortunately, they were not immediately successful, but Reclamation’s engineers 
were persistent.  This paper describes those initial unsuccessful studies, the work a decade later 
that showed the idea had merit, the studies a quarter-century later that proved it could be 
practically implemented, and finally almost a half-century later how the idea would come full 
circle back to Hoover and its upstream neighbors, Glen Canyon, Flaming Gorge, and Blue Mesa 
Dams. 

INITIAL AERATOR STUDIES 

Bradley (1945) conducted the initial studies aimed at finding a means of entraining some 
quantity of air into the tunnel spillway flow.  Significant unknowns that made this study 
challenging were the quantity of air needed, the location at which it was required, no prior 
experience pointing to an effective method for inducing air entrainment, and limited knowledge 
of scale effects related to modeling of air-water flows.  Although damage had occurred well 
downstream in the tunnel, the study considered air-entraining appurtenances at stations that were 
much further upstream. 

The studies were conducted at a scale of 1:60 which may have been too small to achieve scalable 
quantitative modeling of air flow rates but was still sufficient to evaluate the relative 
performance of different air-entraining devices.  Early tests focused on aerator devices—sills, 
deflector ramps, and individual dentates—located on the bottom of the tunnel’s transition 
section, at locations either 100 ft or 140 ft downstream from the spillway crest.  These devices 
were intended to create a low pressure that would draw air naturally under the jet without using 
compressors.  Air flow was provided to these devices via orifice openings through the tunnel 
wall that enabled estimation of air flow rates but were impractical for actually supplying air to 
the aerator devices in a prototype installation.  Subsequent testing combined the most effective 
sill designs with a wall ramp on the sides of the transition designed to provide a route for air to 
get under the spillway flow at the downstream sides of the aerators.  This design achieved an 
estimated volumetric air flow rate ranging from 11.5% at a water discharge of 40,000 ft3/s down 
to 4.0% at 100,000 ft3/s.  This was deemed insufficient, but with hindsight and the benefit of 



subsequent research findings, this was a potentially useful air flow rate, especially considering 
the small scale of the model which likely reduced the air flow rates relative to prototype scale.  
The deficiency that probably still affected this design was the rapid deaeration of the flow that 
would have occurred this far upstream in the tunnel.  To some degree this was observed in the 
model and may have been exacerbated again by the model scale, since surface tension would 
have dominated bubble behavior in the model leading to an air mixture with relatively large 
bubbles that quickly moved to the surface. 

A missed opportunity in this study was the fact that only relatively large deflectors and sills were 
considered.  Attempts to move the aerators further downstream caused the spillway flow to 
launch free from the tunnel invert for its full length.  This was recognized as an undesirable 
operating condition with violent impingement of the flow when it returned to the tunnel floor.  
Subsequent research in later decades would show that much smaller ramps located further 
downstream could achieve greater air entrainment and better retention of that air in the water 
column, while avoiding the excessive launching of the jet. 

The problem of deaeration before air reached the locations of observed cavitation damage was 
addressed in the model study by measuring the quantity of air in the flow near the boundary 
within the downstream vertical bend or elbow.  This was accomplished with devices that 
skimmed a small quantity of water and air from the 1/16-inch thick layer of fluid nearest the 
boundary and conveyed it to an ingenious system that measured the volumes of air and water 
collected during a 10-minute time period.  These measurements showed that deaeration through 
the elbow was dramatic, with almost no air measurable near the boundary at the exit of the 
elbow.  The results were deemed to be negative overall.  The potential for significant scale 
effects was understood and the potential inaccuracy of the primitive measurements was 
recognized, but it was still believed that model air flow rates needed to be many times higher for 
aeration to offer a feasible solution. 

DEMONSTRATING THE EFFECT OF ENTRAINED AIR 

Despite the disappointing results from the Hoover spillway model, Reclamation continued to 
pursue research to link entrained air to the elimination of cavitation damage.  Peterka (1953) 
reported on two laboratory devices designed to produce intense, controlled cavitation in 
environments that facilitated the study of aeration effects.  The first apparatus made use of a 
magnetostrictive oscillator consisting of a nickel tube exposed to an alternating electromagnetic 
field.  As a magnetostrictive material, nickel experiences a strain when exposed to a magnetic 
field; with sufficient power, an oscillating alternating current can drive the magnetostrictive 
oscillator to vibrate strongly enough that vapor bubbles alternately form and collapse at a 
frequency of 7.8 kHz.  This enables laboratory study of the damage created by cavitation.  
Simple tests demonstrated that a thin jet of air injected against the face of a submerged sample 
attached to the magnetostrictive oscillator caused significant reduction of cavitation damage.  
The tests did not quantify the amounts of air needed to produce an effect, but comparative tests 
established that the protective effect increased as the air flow was increased. 

The second device was a so-called “cavitation machine” consisting of a two-dimensional venturi 
supplied with water from a high-head pump capable of producing flow velocities in the venturi 
throat over 100 ft/s.  Samples of concrete or other materials could be installed downstream from 



the throat of the device to expose them to an intense cloud of collapsing cavitation vapor 
bubbles.  Peterka reported tests of material loss rates from concrete samples that demonstrated 
that the erosion rate decreased proportionally as the mean air concentration increased from 0 to 
about 2 percent, and continued to decrease slowly for air concentrations above 2 percent, until 
cavitation damage ceased at about 7.5 percent air by volume.  The tests also showed that the 
cavitation index of the flow, 𝜎𝜎 = (𝑃𝑃0 − 𝑃𝑃𝑣𝑣)/(𝜌𝜌𝑉𝑉2/2), increased linearly in proportion with the 
increasing air flow rate.  The cavitation index expresses the relative difference between the mean 
pressure of the flow field (P0) and the vapor pressure of water (Pv), normalized by the dynamic 
pressure of the flow (with r = fluid density and V = velocity).  Incidentally, a successor cavitation 
machine is still in use at Reclamation and is presently being used to study how damage rates are 
affected by the additional factors of concrete strength and/or protective coatings. 

The Peterka (1953) study established a target for the design of aerator devices: air flow 
concentration rates of at least 2 and preferably as high as 7 to 8 percent.  Importantly, without 
instrumentation to measure air concentrations at precise locations in the flow, Peterka’s work led 
only to a gross recommendation of a mean air flow rate for the entire flow.  Subsequent 
quantitative research linking air flow rates and damage rates found similar or smaller effective 
air flow rates (Rasmussen 1956; Russell & Sheehan 1973).  Today, instrumentation that enables 
careful measurement of air concentration at the flow boundary is leading researchers to believe 
that concentrations as low as 1% at the boundary can be highly effective. 

AIR-SLOT DESIGN DEVELOPMENT 

Yellowtail Dam.  Construction of this 525-ft high dam on the Bighorn River in south central 
Montana was completed in late 1965, with a single 32-ft diameter tunnel spillway.  Heavy rains 
in the spring of 1967 led to the spillway’s first operation.  After about 18 days at flow rates 
varying from 12,000 to 18,000 ft3/s, the supercritical flow and flipping action at the tunnel exit 
was lost and a hydraulic jump moved upstream into the tunnel.  After a month in service, 
inspection revealed major damage in the exit of the lower elbow extending into the horizontal 
portion of the tunnel.  The most serious damage was initiated by cavitation triggered by local 
failures of epoxy mortar patches.  The worst erosion holes were up to 7 ft deep (Colgate 1971).  
In addition to the severely damaged areas, there were many instances of less advanced damage 
within the elbow section (vertical curve).  These were initiated by minor surface irregularities 
such as calcium carbonate deposits, failures of mortar and epoxy repairs, and loss of aggregate in 
areas that had been heavily ground to eliminate high spots in the concrete surface.  Damage was 
initiated at surface imperfections that intruded into the flow as little as one-eighth inch. 

In addition to planning an intensive repair effort, recent success with aeration slots in the river 
outlets of Grand Coulee Dam (Colgate & Elder 1961) encouraged Reclamation to pursue an 
aerator design that could be incorporated into the repairs.  The 1:49.5 scale model was used to 
study different aerator locations and to perfect the geometry of the aerator slot.  Work quickly 
focused on a downstream aerator location set just above the start of the lower vertical curve, and 
at least three different slot geometries were tested before an acceptable design was reached.  
Although this scale may not have been sufficient to accurately model actual air entrainment 
rates, it was adequate to study the most important implementation details—the interaction of the 
deflected jet with the geometry of the air slot and tunnel boundaries.   Simple offset slots of 
various widths tended to fill with water at high discharges due to the near-surface flow striking 



the edges of the offset and running down under gravitational action to fill the invert of the slot.  
A conical nozzle with a small eccentricity proved more successful and its shape was tuned to 
minimize the tendency for fins generated at the downstream impingement point of the jet to wrap 
around the tunnel to a degree that could seal off the air flow passage (since air supply to the 
aerator needed to come from downstream).  Many trials were needed to develop a design that 
would function properly over the full design discharge range.  Visual observations of the model 
(there were no quantitative measurements of air concentration) indicated that significant air 
remained in the flow through the bend, but uncertainty about the rate of deaeration and the 
relation between entrained air in the model and prototype led designers to pursue a second air 
slot to be located about two-thirds of the way through the bend.  However, this location was 
more challenging due to the large centrifugal forces in the bend, and there were significant issues 
again with flooding of the slot and control of fins in the flow.  Ultimately, designs that were 
feasible to construct only performed well for narrow ranges of discharge.  It was concluded that a 
design that would succeed over the required flow range would require tunnel modifications that 
were too extensive to include in the repair program, so as a result, the second aerator concept 
was dropped. 

Following completion of the repairs and aerator construction at Yellowtail, a sequence of field 
tests and followup inspections was used to verify that aeration provided sufficient cavitation 
protection.  Test flows up to 15,000 ft3/s caused some failures of small surface repairs, but no 
cavitation damage, despite the known presence of remaining surface irregularities in the 
downstream portion of the bend that were similar in size, shape, and location to those that caused 
extensive cavitation damage in 1967. 

POST-YELLOWTAIL INSTALLATIONS 

Table 1 summarizes the properties of the five Reclamation facilities with aerator-equipped tunnel 
spillways.  A narrative of the experiences at these facilities follows. 

Flaming Gorge Dam.  The experience at Hoover and Yellowtail indicated there would be 
serious cavitation damage in the Flaming Gorge spillway.  Field tests were conducted in 1975 at 
5,000 ft3/s. No damage attributable to cavitation was seen, but with a need to repair some poor 
concrete surfaces in the tunnel the decision was made to proceed with installation of a tunnel 
aerator. The aerator design was similar to that developed for Yellowtail but was located further 
upstream in the 55-degree inclined section of the tunnel.  No model studies were conducted; the 
aerator location was chosen based on the cavitation index values corresponding to the damaged 
locations at other facilities.  Construction was completed just prior to the major flooding of 1983 
and the spillway operated for 30 days at flows up to about 17% of design discharge.  No 
cavitation damage was observed, even in areas downstream from the aerator that were hastily 
evacuated by the contractor and left in rough condition with stairway bolts protruding from the 
surface.  Subsequent experience at other facilities suggests that the design may not entrain 
enough air for flow rates above two-thirds of maximum design discharge.  

Glen Canyon Dam.  The dual tunnel spillways operated in 1980 and after a field inspection 
showing some cavitation damage, plans were made to install aerators in both tunnel spillways in 
1984.  However, the 1983 flood precluded those plans and proved just how destructive damage 
by cavitation and resulting abrasion can be when exposure extends over a long period of time 



(Burgi et al. 1984; Falvey 1990).  Damage to the left tunnel was the most severe, reaching a 
depth comparable to the tunnel diameter (41 ft) and extending a distance of almost 300 ft.  8-ft 
high flashboards were added to the spillway gates to temporarily increase maximum reservoir 
storage so that spillway releases could be limited to safe levels and eventually taken out of 
service for repairs.  Even as both spillways were still operating during the summer of 1983 to 
pass the flood releases, the design, physical model studies, and plans for the repairs and 
construction of aerators proceeded on a fast track so that the spillways could be back in operation 
for the spring runoff in 1984.  The 1984 flood runoff exceeded even that of 1983.  In August 
1984 the left spillway was tested up to 50,000 ft3/s, far greater than the maximum flow of 32,000 
ft3/s that had caused damage in 1983 (Frizell 1985).  No damage associated with cavitation was 
found after the tests even though there were some imperfections left unrepaired before the tests.  
These extensive field tests proved that the repair criteria used in high head tunnel spillways could 
be relaxed somewhat if the tunnel has an aerator. 

Table 1. — Reclamation tunnel spillway equipped with aerators to prevent cavitation damage. 

 

Blue Mesa Dam.  The Blue Mesa spillway operated up to 3,500 ft3/s for several days in June 
1970, with resulting cavitation damage. Although no spillway releases were made at Blue Mesa 
in 1983, analysis indicated extensive cavitation damage would occur if an aerator was not 
installed. Laboratory model studies were performed by Reclamation in 1983 along with the Glen 
Canyon studies and an aerator was constructed in 1985. After the aerator’s installation, the 
spillway was tested up to 2,000 ft3/s with no damage observed. 

Hoover Dam.  At Hoover Dam, the repairs made in 1945 were untested for nearly 40 years.  A 
combination of dry conditions in the early 1950s and gradually increasing water storage 
resources in the upper Colorado River basin had prevented the reservoir from filling again.  Over 
time it became evident from the operating experience at other tunnel spillways that even the 



finely finished concrete in Hoover’s Arizona tunnel would be susceptible to cavitation damage 
under high discharge conditions.  This prospect was fulfilled with the high releases needed to 
pass the 1983 runoff.  Post-operation inspections revealed light damage in the Arizona tunnel 
and severe damage on the Nevada side initiated by a small popout in the concrete surface.  The 
decision was made to retrofit both tunnels with aerators.  A site-specific model study was 
performed in Reclamation’s Denver laboratory at a scale of about 1:52 (Houston 1984).  This 
scale was still too small to enable accurate modeling of air flow rates and deaeration tendencies, 
but these were now well understood from the decades of research conducted since the 1940s and 
the recent experiences at the other tunnel spillways.  This model’s purpose was to ensure good 
air supply to the aerator and good flow conditions downstream from the necessary tunnel 
modifications.  The model was also used to study some long-needed modifications to the flip 
bucket structures at the downstream ends of the spillway tunnels.  Aerator construction and 
tunnel repairs were finally completed in June 1987, 51 years after the original completion of 
Boulder Dam. 

REFERENCES 

Bradley, J. N., 1945.  “Study of Air Injection Into the Flow in the Boulder Dam Spillway 
Tunnels - Boulder Canyon Project,” Bureau of Reclamation Report No. HYD-186, October 
1945. 

Colgate, D., 1971.  “Hydraulic Model Studies of Aeration Devices for Yellowtail Dam Spillway 
Tunnel, Pick-Sloan Missouri Basin Program, Montana,” Bureau of Reclamation Report No. 
REC-ERC-71-47, 13 pp. 

Colgate, D., Elder, R., 1961.  “Design Considerations Regarding Cavitation in Hydraulic 
Structures,” Tenth Hydraulic Division Conference, American Society of Civil Engineers, 
Urbana, IL, August 16-18, 1961. 

Burgi, P. H., Eckley, M. S., “Repairs at Glen Canyon Dam,” Concrete International, pp. 24-31, 
March 1987. 

Burgi, P. H., Moyes, B. M., Gamble, T. W., “Operation of Glen Canyon Dam Spillways-Summer 
1983,” Proceedings of the Conference on Water for Resource Development, American Society of 
Civil Engineers, pp. 260-265, Coeur D’Alene, Idaho, August 14-17, 1984. 

Falvey, H.T., 1990.  Cavitation in Chutes and Spillways, Engineering Monograph 42, Bureau of 
Reclamation, 164 pp. 

Frizell, W. K., “Spillway Tests at Glen Canyon Dam,” Bureau of Reclamation, 52 pp., July 1985. 

Houston, K.L., 1984. Hydraulic Model Study Results: Hoover Dam Tunnel Spillways.  
Hydraulic Laboratory Technical Memorandum PAP-465, Bureau of Reclamation, Denver, CO. 

Peterka, A. J., 1953. “The Effect of Entrained Air on Cavitation Pitting,” Proceedings of the 
Joint Meeting of the International Association for Hydraulic Research, American Society of 
Civil Engineers, Minneapolis, MN, August 1953.  (PAP-38) 



Pugh, C. A., “Modeling Aeration Devices for Glen Canyon Dam,” Proceedings of the 
Conference on Water for Resource Development, American Society of Civil Engineers, Coeur 
d’Alene, Idaho, pp. 412-416, August 14.17, 1984. 

Rasmussen, R.E.H. Some Experiments on Cavitation Erosion in Water Mixed with Air. 
Symposium on Cavitation in Hydrodynamics.  National Physical Laboratory: London, UK, 1956. 

Russell, S.O., and G.J. Sheehan. 1974. Effect of Entrained Air on Cavitation Damage. Canadian 
Journal of Civil Engineering, Vol. 1, pp. 97-107. 


	The long-throated flume consists of a convergent-divergent structure that interposed in a subcritical permanent free flow can impose the critical depth, yRcR, in the throat section (see figure 1). The acceptance of uniform regime in both the upstream...
	Figure 1: Longitudinal section of a long-throated flume
	The procedure to be presented has been particularized for the trapezoidal section but it can be generalized to any other cross-section shape. The design of the trapezoidal shaped control section is very complex since it is necessary to calculate two p...
	CONCLUSIONS
	ACKNOWLEDGMENTS
	REFERENCES
	15.Kageyama.Yorozuya.Qin.Harada_Remote Sensing.pdf
	Turbidity monitoring using satellite data information
	in a river with complex geological structures
	Y. Kageyama1, A. Yorozuya2, M. Qin3, and D. Harada4
	INTRODUCTION
	CONCLUSION
	REFERENCES


	75.Wahl.Burgi_Hydraulic Structures II.pdf
	Introduction
	Initial Aerator Studies
	Demonstrating the Effect of Entrained Air
	Air-Slot Design Development
	Post-Yellowtail Installations
	References


